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Abstract:

Breast cancer remains a significant public health concern, with early and accurate
diagnosis being crucial for effective treatment. Machine learning (ML) algorithms offer
promising support in breast cancer classification. This study evaluates the performance
of various ML techniques (GNB & LR 97%, SVM 96%, DT 95%), using well known a
Kaggle dataset with 699 instances and 10 attributes. The findings highlight the potential
of these algorithms to enhance diagnostic accuracy, aiding in early detection and
treatment.
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regression, Naive Bayes, Support vector machines.

il Ao adldl) (Gaead) aladl) Lo ) Al Clandldall cpa Candall
P asaf a o) 2o (D aSall Lo 3g0na
Lad gl daals ¢ oane ol L5l s (M sl s (1)
M.Elakrami@zu.edu.ly GSM:+218918791453 : g sSIy! )l
L i ¢ gy duaxiglly Adail) aslall dusyre (2)
Abdussalam.alfthi@gmail.com GSM:+218926448380 : 5 <Y xul)

b Dal Gadlly Sl ol s Cus dalall daiall € BB jrms a8 Gy Jhy —adlal
3 ) G gl lajes i 8 13ely lae s (ML) V) aladl) cilia lsd aaii - Jladll kel LaaaY!
, SVM /(GNB & LR 97 & sl o danadl V) aletll ol 7 3lasy Blaaa¥l Al o3
Slew 105 Als 699 e (gia Ally s 489 j2al) Kaggle @by degena slaasuls ) 7, DT 95796

1 Copyright © ISTJ s gina pokall (Fgen
WU ejlxu ;\._,!j.\j\ ool


http://www.doi.org/10.62341/mmam2101

pstall 2 (all) iisally Gl s

International Science and AL A5 ) g0 Auaigl) g A8l Ayl y p gl A o Al ) (
Technology Journal okt Sy o Torbins St
40 g  glall 41 gal) Alnall LICASE -2 I ST I/\
2024/10/30-29
$2024/10 /30 s b sal) o 4 ¢ $2024/19 /27 0% 4,50 oD o

5ac Leeally (ALalAl) Sl (e Julilly Gt 380 il e lsall oda S e sgenl) bl bl
2l Sl il b

GNB ,DT,SVM, LReCasieail) ¢ 191 abeall ¢ sl (jla pos —Hpnasiyl) ol

Introduction

Breast cancer is the most prevalent cancer among women globally [1]. Early detection is
paramount for successful treatment and improved patient survival rates. However,
traditional diagnostic methods like mammography can have limitations, including human
error leading to missed cancers or unnecessary biopsies [2]. This paper explores the
potential of machine learning (ML) algorithms to enhance breast cancer classification
accuracy and efficiency.

Various machine learning algorithms commonly employed include Gaussian Naive Bayes
(GNB), which employs statistical techniques to estimate the probabilities of each class
based on the distribution of features, yielding Mitigating Missed Diagnoses outcomes for
specific datasets [3]. Logistic Regression (LR), despite its name, is used for classification
problems. In the context of breast cancer, it models the probability that a tumor is
malignant based on specific features [5]. Decision Tree (DT) is a classification algorithm
that makes decisions based on a set of predefined rules in the context of breast cancer
classification [4]. It maps features such as tumor size, shape, and density to make informed
decisions. And subsequently, based on the problems previously based on and with the
support of the result of research that has been done previously related to the
implementation of feature selection for optimizing machine learning algorithms in breast
cancer classification, we improved on this research using different famous supervised
learning classifiers. Each classifier is compared against each other based on performance
metrics, especially ROC (receiver operating characteristic) and confusion matrix. With
the result of the classification by supervised algorithm, patients with existing parameters
can be classified between benign and malignant cancer. So that this pattern can be used
for benchmark diagnosis so that can be detected early and is expected to be able to reduce
mortality and cancer rates in breast cancer.

By noting the great importance of FN and FP values in evaluating the performance of the
model and making medical decisions for breast cancer diagnosis, where the FN value
(False Negative): refers to the case in which the model fails to classify a positive case (i.e.
the presence of cancer) as positive, and classifies it as negative. In other words, a patient
with cancer is classified as healthy, which may lead to delayed treatment and worsening
of the condition.

FP (False Positive): Its value refers to the case in which the model classifies a negative
case (i.e. the absence of cancer) as positive. In other words, a healthy patient is classified
as having cancer, which may lead to unnecessary additional medical tests and
psychological harm to the patient.
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Therefore, the higher the FN value, the lower the sensitivity of the model (Sensitivity),
which means that the model fails to effectively detect cancer cases. It means that there is
an increased risk of delayed diagnosis of breast cancer cases, which may negatively affect
the chances of recovery. The higher the FP value, the lower the model specificity, which
means that the model tends to incorrectly classify negative cases as positive.

That is why our research is distinguished by focusing on having a zero FN value, which
means that no infected case is diagnosed as healthy, so that the infected person can treat
himself as quickly as possible and doctors can make appropriate medical decisions.

In conclusion, we used data processing methods in the research before passing it to
machine learning tools. We found that the GNB technique is the best, most accurate and
reliable in not missing any positive value. and this is our main contribution for research.
This model is anticipated to aid pathologists in conducting examinations with greater
consistency and efficiency in order to detect breast cancer diagnoses.

Literature review
(K. Amril M.Siregar, S.Faisal , 2023) investigated feature selection using PCA for
dimension reduction before applying machine learning models. An SVM with RBF kernel
achieved the highest accuracy (unspecified), followed by Logistic Regression (97.3%).
Notably, the SVM exhibited perfect precision and recall, and the ROC curve favored SVM
over LR. These findings suggest PCA and SVM's potential for accurate classification [6].

(R.Hridoy, 2024) Rashidul Studies confirm hyperparameter optimization's impact on
machine learning model performance. This research explores its effectiveness in breast
cancer diagnosis. Grid search yielded a 100% recall for k-nearest neighbors and 99.42%
accuracy for other models (kNN, logistic regression, MLP). Only XGBoost showed no
improvement. These findings support the proposed technique's potential for breast cancer
diagnosis [7].

(M.Awan , 2024) explores the use of seven machine learning models for breast cancer
prediction. KNN achieved the highest accuracy (99%) on the Wisconsin dataset, while
Logistic Regression performed best (83%) on the breast cancer dataset. This suggests
model performance may vary depending on the data source [8].

(J.Purnomo, 2024) investigates machine learning for breast cancer stage classification.
Imbalanced data is addressed using SMOTE oversampling. Neural networks outperform
K-Nearest Neighbors (82.3% vs. 80.8% AUC) for stage detection [9].

(A.Bansal , 2024) explores how machine learning, particularly CNNs, excel in breast
cancer classification. It highlights limitations in mammography and proposes a method
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combining whole-image and patch-based analysis, reducing dependence on manual ROls.
Emphasizing Python libraries for model development, the review suggests machine
learning's potential to improve diagnostic accuracy, CAD systems, and ultimately, patient
care [10].

Aim of the Project

The purpose of this research is to determine which features are yielding missed diagnoses
when predicting benign or malignant cancer, as well as to discover general tendencies that
could help with model and hyperparameter selection and to develop machine learning
models to classify between malignant and benign breast tumors. The study was conducted
using the following steps shown in Figure 1. We divided our research study into five
sections: “Data Collection, Data Pre-processing, Exploratory Data Analysis, Model
Selection, and Model Evaluation.” These sections will be briefly explained and discussed
one by one.

t

- - i i Wit

Figure 1. Proposed model by using breast cancer datasets

Motivation

Machine learning offers immense potential in this area. This study explores
the use of various algorithms for Mitigating Missed Diagnoses breast cancer
classification to potentially enhance performance. By comparing these
models using metrics like ROC curves and confusion matrices, we hope to
identify the most effective approach. Ultimately, this research aspires to
develop a reliable tool that can assist pathologists in achieving consistent,
accurate, and efficient breast cancer diagnoses. This, in turn, could lead to
earlier detection, reduced mortality rates, and improved patient outcomes.

Dataset and Attribute Description

The study is based on a dataset that is publicly available from the UCI
Machine Learning Repository (Asuncion and Newman, 2007)
[http://mlearn.ics.uci.edu/MLRepository.html]. The dataset consists of 699
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human cell sample records, each described by 10 features, which contain the
values of a set of cell characteristics. However, the Kaggle dataset offers a
unique opportunity to explore an alternative data source often used in breast
cancer research. A detailed description of the Kaggle dataset is provided in
Table 1.

Table No. (1) Dataset features

Field name Description Field name Description

ID Clump thickness SingEpiSize Single epithelial cell size

Clump Clump thickness BareNuc Bare nuclei

UnifSize Uniformity of cell size BlandChrom Bland chromatin

UnifShape Uniformity of cell shape NormNucl Normal nucleoli

MargAdh Marginal adhesion Mit Mitoses

Class Benign or malignant

For the purposes of this study, we're using a dataset that has a relatively small
number of predictors in each record. To download the data, we will download

it from IBM Object Storage. (https://cf-courses-data.s3.us.cloud-object-
storage.appdomaincloud/IBMDeveloperSkillsNetwork-ML0O101EN-
SkillsNetwork/labs/Module%203/data/cell_samples.csv)

The ID field contains the patient identifiers. The characteristics of the cell
samples from each patient are contained in fields Clump to Mit. The values
are graded from 1 to 10, with 1 being the closest to benign.

The Class field contains the diagnosis, as confirmed by separate medical
procedures, as to whether the samples are malignant (M = 4) or benign (B =
2), representing malignant and benign tumor cells, respectively. There are no
missing values in the dataset. Among the samples, 444 are benign and 239
are malignant.

Exploratory data analysis
Exploratory data analysis helps to investigate the critical decision for further processing to
build data modeling. We use Python libraries Plotly seaborn, and Matplotlib to plot a
scatter plot and heatmap of both datasets. Multi-variable scatter plots help
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display interactions between more than two variables in a single plot, whereas
heatmaps, which synthesize data and present it graphically, give a practical
visual overview of information. In the heatmap (Figure 2) of the dataset, we
can see that the variables uniformity of cell size, uniformity of cell shape, and
bare nuclei are highly correlated with the target variable “class."”

- 1.0

NormMucl BlandChrom BareNuc SingEpiSize MargAdh UnifShape UnifSize  Clump

Mit
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=
=
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Figure 2. Heatmap of dataset
Dataset Pre-processing.

Data Cleaning and Transformation:

To ensure high-quality data, we employed two key techniques:

Data Cleaning: The dataset underwent a meticulous cleaning process to remove any
inconsistencies or errors. This involved eliminating duplicate entries, identifying and
removing unnecessary columns (like IDs), and ensuring consistent formatting.
Fortunately, the chosen dataset contained no missing values or duplicates. [11]. Table 2
summarizes the results of the feature data explanatory analysis for the dataset.
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Table 2. Statistical summary of the dataset.

count mean std min 25% 50% 75% max
D 683.0 1.076720e+06  620644.0 633750 B877617.0 1171795. 1238705. 134543520
47655 0 0
Clump 683.0 4.442167e+00  2.820761 10 20 4.0 6.0 100
UnifSize 683.0 3.150805e+00  3.065145 10 10 10 5.0 10.0
UnifShape 683.0 3.215227e+00  2.988581 10 10 10 50 100
MargAdh 683.0 2.830161e+00  2.864562 10 10 10 4.0 100
SingEpiSize 683.0 3.234261e+00  2.223085 10 2.0 20 4.0 10.0
BareNuc 683.0 3.544656e+00  3.643857 10 10 10 6.0 100
BlandChrom 683.0 3.445095e+00  2.449697 10 20 3.0 5.0 100
NormNuel 683.0 2.860693e+00  3.052666 10 10 10 4.0 100
Mit 683.0 1.603221e+00 1732674 10 10 10 10 10.0
Class 683.0 2.699854e+00  0.954592 2.0 20 20 4.0 4.0

Data Transformation:

To improve model performance, we transformed categorical variables into numerical
values. For instance, the BareNuc label’s data type was object and transferred to
numerical format. This allows machine learning algorithms to better understand and
utilize the data. It's important to note that all other features besides BareNuc were already
in numerical format.

Splitting the Dataset:

To train and evaluate the models effectively, we divided the dataset of 699 data points
into training and testing sets. A 70:30 split was chosen, allocating 70% (489 points) of
the data for training the models and 30% (210 points) for testing their performance. Since
the dataset has minimal outliers, this 30% split is sufficient for objective evaluation. An
80:20 split led to an overfitting problem.

Machine learning Techniques
1. Naive Bayes
The algorithm discussed in this study is a fundamental outcome in the fields of probability
and statistics. It can be defined as a conceptual framework used for decision-making. In
the context of Naive Bayes (NB), the variables are conditionally independent. NB can be
employed to analyze data that have direct influence on each other, in order to establish a
model.
Naive Bayes is one of the most efficient yet straightforward classifiers. It is based on the
Bayes theorem, which describes how event probability is calculated using prior
knowledge of circumstances that could be pertinent to the occurrence. In this particular
research, the default formulation of the NB equation is presented as follows:

7 Copyright © ISTJ s gine aaball (3gan
By pghall 49t Aol



pstall 2 (all) iisally Gl s

International Science and L0 A 9 Lswtigl) g Aoty Rzan g pglatl 3055 g ) &
Technology Journal okt Sy o Torbins St
A8 g  glall A g Al LICASE -2 1IST I/\
2024/10/30-29
$2024/10 /30 s b sal) o 4 ¢ $2024/19 /27 0% 4,50 oD o
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where P(y|x1,x2,...,xn) isthe posterior probability of class y given features of x,
P(y) is the prior probability of class y,P(xi |y) is the likelihood of feature xi given class
y,and x1, x2, ..., xn are the features. The Naive bayes classifier then predict the class
with the highest posterior probability [12].

2. Logistic regression

Logistic regression is a machine learning algorithm most frequently employed under
supervised learning [13]. It's used to predict categorical dependent variables (0 or 1, yes
or no, true or false) from a set of independent variables [14]. The prediction is made by
converting the unobserved data to the built-in logit function. Predict O and 1 for the
logistic regression modeling utilizing the standard logistic function and linear probability
function.

ax+b 1

e
p(x) = 14 e@x+b - 14e—0X+b

Logistic regression gives linear classifier results, predicting y=1 when p >0.5and y =0
when <0.5. Logistic function in general

1
f(:\:') - 1+e—ax+b

3. Decision tree classifier

Decision tree is one of the most used classification methods. The classifier is tree-
structured, where the internal nodes correspond to the dataset's properties, and each leaf
node signifies the classification result. Decision trees classify depending on the values of
the features. The information gain approach determines which aspect of the dataset
provides the most information, designates that as the root nodes, and so on until they can
classify each dataset entity. Using:

Information Gain=Entropy(S)—[(Weighted Avg) Entropy (Each feature)]

Entropy is a metric used to quantify the impurity in a particular characteristic. It describes
data randomness. Calculating entropy is as:

Entropy(S) = —P(0)/og2 P(0)— P(1) log2 P(1)

Where,
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— S is the total number of samples.

— P(2) is the probability of Benign.

— P(4) is a probability of malignant

4. Support Vector Machine (SVM): To improve security and service quality, this
method uses supervised machine learning for pattern recognition. Support Vector
Machines (SVMs) excel at classification tasks by creating a dividing line (hyperplane)
that best separates different data groups. This line maximizes the distance between the
data and the line, leading to strong classification accuracy. The SVM formula is:

N
flx) = Z__laiyiK(xi-xj) +b

In the context, N represents the number of training samples, ai denotes the weights
calculated during the training process, yi corresponds to the class label of the i training
sample, K(xi, xj ) is stands for kernel, and b is represent terms bias in.

Experimental Results.

We apply four machine learning algorithms to the dataset to see how the models perform.
We analyze models' performance based on accuracy, precision, and more (Table 3). We
analyze and find that the Gaussian Naive Bayes model and Logistic Regression model
outperform with 97% accuracy in our predictive analysis. The SVM model is the second-
best performer with 96% accuracy and the optimized decision tree is the lowest performer
with 95% accuracy.

Table 3. Performance each algorithm based on confusion matrix

ML algorithm Overall accuracy - Train | Overall accuracy - Test | F1-Score Test | AUC

score
Optimized DT 0.97 0.95 0.93 0.96
LR 0.98 0.97 0.95 0.96
Gussian NB 0.96 0.97 0.96 0.98
SVM 0.99 0.96 0.94 0.94

The area under the ROC curve or AUC-ROC measures a classification model's
effectiveness and potential classification thresholds. The categorization threshold
changes from 0 to 1, illustrating the trade-off between genuine and false positive rates. A
perfect model has an AUC-ROC value of 1, whereas a mediocre model has an AUC-ROC
value of 0.5 [15]. The ROC curves in Figures 3 and 8 demonstrate the relationship
between the true positive rate and the false positive rate. In both the figures, since curves
of Gaussian Naive Bayes, Logistic Regression model, Naive Bayes, and logistic
regression are closely following the left and the top border of ROC space, it can be said
that these classifiers are comparatively more accurate than decision tree and SVM for the
data set under study for this research
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Figures 3.Gaussian Naive Bayes AUC score: 0.977

Conclusion and Future Work
This study investigated the effectiveness of various supervised machine learning
algorithms as valuable tools in important medical applications such as breast cancer
classification. The analysis revealed that both Gaussian Naive Bayes (GNB) and Logistic
Regression.

(LR) achieved high accuracy, reaching 97%. However, GNV demonstrated a clear
advantage based on the Receiver Operating Characteristic (ROC) curve. This suggests
that GNB is superior in differentiating between positive and negative cases.

This superiority can be further explained by analyzing the confusion matrix. GNB
achieved a false negative (FN) value of 0, indicating no instances were missed classified
as positive (cancerous). also Minimizing FP is critical in breast cancer diagnosis, as it
ensures the model doesn't mistakenly identify healthy patients as having cancer.

Therefore, Gaussian Naive Bayes is the most effective algorithm among those tested.

Future research We recommend studying a database with a large number of cases and
processing the features using (PCA) tools , fine-tuning the model's hyperparameters, and
comparing with different machine learning techniques may lead to further progress in this
field.
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